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ABSTRACT

Upsurge in bank failure cases under a more stable currency environment raised the need to deeply
investigate sources of bank failures in Zimbabwe. This is considered an imperative move considering the
impact that bank failures pose to stakeholders outside the banking sector such as investors and
depositors, the Zimbabwean banking sector itself as well as the entire economy. This study investigated
the determinants of bank failures in Zimbabwe under the multiple currency environment. The study
employed pooled logit estimator using general to specific logit estimation procedure on fourteen banks
by making use of the financial panel data for the period 2009-2012. Empirical findings indicated that the
macroeconomic environment, in particular GDP growth rate, has much influence on bank failure than
any of bank fundamentals. Among bank fundamentals, liquidity, profitability and capitalisation proved to
be prominent bank related determinants of bank failures in their respective order. Findings also suggest
that loan-to-deposits ratio (LTD), deposits-to-assets ratio (DTA), gross revenue ratio (GRR), return on
assets(ROA), efficiency ratio(EFR), SIZE and GDP growth rate (GDP) variables are negatively correlated to
the possibility of banks failing while loan-to-assets (LTA) have positive influence on bank failures. Based
on these findings the researcher recommends that RBZ must accentuate liquidity and capital
requirements since both liquidity and capital ratios were significant and had higher marginal effects.
Undoubtedly, the researcher recommends banks to curtail their operating expenses and also improve
managerial efficiency so as promote and maintain bank safety and soundness and this will result in

remarkable improvements in both profitability and efficiency ratios.
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CHAPTER 1: INTRODUCTION

1.1 Introduction

Banks balance sheets mainly constitute of liabilities that are usually short-term deposits and assets that
take the form of both short and long-term loans to corporates, SMEs and individual consumers. When
the value of bank assets falls short of the value of liabilities, banks are insolvent (Demirguc-Kunt and
Detragiache, 1998). Bank insolvency thus can be explained as bank distress or bank failure and
stakeholders such as investors, bank managers, depositors and regulators share keen interest in
knowing what causes banks to fail and also desire the ability to predict which banks will get into

difficulty so as to protect themselves from negative repercussions emanating from bank failures.

Bank failures normally brings dire consequences to stakeholders outside the failed banks themselves
and are usually catastrophic because of domino fashioned fears that they may spread all over the
banking and financial system as well as the entire economy. Considering that the banking sector is the
hub for most financial activities in the financial system, failure of an individual banking institution
introduces the possibility of systemic risk and this is perceived to spread wider. When a banking
institution is placed under curatorship or liquidated, shareholders, clients and creditors may lose their
funds which lead to bank runs and hence long-term panics in the economy. This was evidenced by RBZ
(2013) when it announced that all funds invested with Interfin Bank Limited will remain frozen during
the curatorship period. This engrains panics to stakeholders that were transacting with Interfin and
other banking institutions leading to wane in public confidence. Bank collapses can impede
employment, earnings, financial development, payment systems and economic growth through financial

system instability.

1.2 Background to the Study

Bank failures remain a problematic phenomenon in the world. Major countries such as USA, Canada and
Russia, to name a few, records bank failures almost every year. Africa as a continent is also documenting
bank collapses on a yearly basis. Based on World Bank and RBZ figures, Zimbabwe as a country recorded
increases in bank failures with corresponding deteriorating GDP growth rates since 2011 to 2012as

shown in Figure 1.1.
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Figure 1.1: Bank failure rate and GDP growth rate under Multicurrency regime
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Figure 1.1 clearly presents the relationship between GDP growth rate and bank failure rate in Zimbabwe.
There was a simultaneous increase followed by a decrease in both bank failure rates and GDP growth
rate during 2009-2010 and 2010-2011 respectively. From 2011-2012 there was an exponential rise in
bank failures with a corresponding meltdown in GDP growth rate. However bank failure rate decreased
during 2010-2011 and drastically rose during 2011-2012 while GDP growth rate gradually declined
during 2010-2011 and steeply decreased during 2011-2012. Bank failures rate and GDP growth rate are
exhibiting conflicting behaviours in different periods raising the question “does economic performance
influence bank failure”. There is no clarity from the presentation on the relationship that exists between

economic performance and bank failures.

At the rear ofa series of bank failures that were experienced in Zimbabwe, the Reserve Bank of
Zimbabwe (RBZ) had come up with a series of monetary policy reforms which were regarded as a

panacea that pre-empts dire results emanating from failing banks. Most of these programs were
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designed to capture both macroeconomic factors and some bank-specific variables that are presumed to
fuel bank failure in Zimbabwe. Bank distress cases have ever since been in existence as we look back to
Zimbabwean banking sector history fast-forwarding to the current multicurrency period. The common
historic case was the collapse of Universal Merchant Bank Zimbabwe Ltd when the banking institution

was acquired by CFX in 2002.

An exponential upsurge in bank collapses was documented in 2004when twelve (12) banks tumbled due
to increased risk-taking which led to overexpansion without proper risk management systems, extreme
asset and liability mismatches and abuse of corporate structures of firms (RBZ, 2005). Financial
institutions that failed in 2004 were Barbican Bank Limited, Trust Bank Corporation, Royal Bank
Zimbabwe Limited, Time Bank of Zimbabwe, CFX Bank Limited Rapid Discount House and Intermarket
Banking Corporation. Corrective action by RBZ was taken, which resulted in the merging of Barbican,
Royal and Trust Bank to form ZABG in 2005 which was latterly disintegrated in 2010. After some years of
operations, some of the failed banks were reissued their operating licences to operate independently in

September 2010 and these include Barbican, Trust and Royal bank.

The 2007-08 financial crisis further accentuated bank failures and Beverly Building Society is one of the
banks that disappeared during 2008 when it was acquired by CBZ. CFX which previously failed in 2004
collapsed for the second time when it was acquired by Interfin in 2010.Premier Banking Corporation was
also acquired by Ecobank in the same year. Renaissance Merchant bank (now Capital Bank Corporation
Ltd) partially failed in June 2011 and the bank managed to return back into the field after a period of
curatorship by RBZ in March 2012.The institution failed due to gross irregularities which took the form
of breakdown in corporate governance practices, abuse of group structure, technical insolvency and

misuse of borrowed and depositors funds (RBZ, 2011)

According to IMF (2012) three small banks experienced severe distress, with one coming under
curatorship and two giving up their licences. Bank that surrendered their operating licences were Royal
and Genesis and this was in accordance with section 14(4) of the Banking Act [Chapter 24:20].Interfin

was placed under recuperative curatorship by the central bank of Zimbabwe which was further
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extended to 31"of December 2014. Barbican bank tumbled for the second time when failed to resume
banking business since the period of relicensing and had its operating license revoked by RBZ in March

2013.

According to RBZ (2012) the major cause of recent bank failures were largely stemming from gross
undercapitalization, higher non-performing loans and critical liquidity challenges that banks are facing.
Banks such as Genesis and Royal bank were relenting unacceptable losses, such that Royal bank had
posted a loss of USS598 million as at 30 June 2012. In terms of capitalization, Royal and Genesis had
USS$1.850 million and -US$3.20 million respectively, which were far below the mandated capital levels of
USS25million. Another bank of issue is AFRASIA Kingdom bank which recorded debacle depletion in its
capital base from US$31 million in December 2012 to SUSD2, 4 million in June 2013. Figure 1.2 shows

the levels of capitalisation between selected compliant and non-compliant banks.

Figure 1.2: Capitalisation levels as at 31 December 2012
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There is much oscillation in bank capitalisation relative to mandated levels as shown in figures 1.2. Only
CBZ, Stanbic, Standard chartered, BancABC and Barclays are operating on safer capital levels. This
situation is a clear signal that the Zimbabwean banking sector is surely under viability threat due to
undercapitalisation of banks. According to RBZ (2013) seven out of twenty-two banks are
undercapitalised and this is worrisome considering the fragility nature of the banking sector. Gross
undercapitalisation of banks will remain a big challenge due to liquidity glitch that is crippling the entire
economy. Banks have limited access to off-shore credit lines thus raising the question “how can banks
be adequately capitalised or even have excess reserves in such a vacuumed economy characterised by

low public confidence, lack of country’s own currency and a closed lender of last resort window?”

Failure of some banks impacts the economy and some past bank failures witnessed a great loss to both
the banking sector as well as the Zimbabwean economy. Li (2013) supported this view when indicated
that an increase in bank failures can affect the overall economic health and the stability of a nation. This
is clearer if we make the following comparisons based on specific variables on failed and surviving

banks. Figure 1.3 shows each institution’s market share in respective fields.

Figure 1.3: Market dominance between failed and surviving banks
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B CBZ BANK
TOTAL ADVANCES (%) m KINGDOM
NMB
B METBANK
B INTERFIN
TRUST
B ECOBANK
B TN BANK
m BARCLAYS
m CABS

Source: Audited financial statements (2012)

Apparently it can be seen that Interfin bank had a greater standing in the market in terms of market
share of assets, deposits as well as advances. In terms of market share of total advances, the bank is
ranked the third with 10% share in the sample. The institution was also ranked the forth in market share
of assets and deposits with 8% and 7% share respectively. In terms of deposits market share, Interfin
outperformed Barclays bank which operates internationally and this registered it a systemic importance
bank based on the above analysis. The bank dominated the market than some of the surviving banks
such as Kingdom, NMB, Metbank, Trust and TN bank. This being so, tumbling of such better standing

banking institutions as Interfin is catastrophic to the economy and may abate the whole banking system.

However, in the wake of a series of bank failures, RBZ designed the Troubled Bank Resolution
Framework (TBRF) in 2005 whose major objectives were to: strengthen the banking system and
promote sound banking practices, develop permanent solutions for troubled banking institutions,
promote economic development and growth and restore stability of the financial sector; and preserve
indigenization of the financial sector. The formation of ZABG in September 2005 was in accordance with
the aforesaid framework which was established under the Troubled Financial Institutions Resolution Act.

It can be discerned from the given objectives that TBRF was proactive in scope.
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RBZ had also recently implemented the Basel Il accord that is aimed at aligning Zimbabwean banks to
international banking standards. In its endeavour to ensure effective implementation of the Basel
accord by subordinate banks, RBZ issued a Technical Guidance on Basel Il Implementation framework
that govern and outlines the implementation procedure of the accord. To complement the Basel Il
accord on an ongoing process, RBZ had also introduced a The Enhanced Troubled and Insolvent Bank
Resolution Policy (TIBR) Framework in 2013. The policy provides a framework, underpinned by fair,
consistent, transparent, cost effective and timely problem resolution principles to be followed by any
troubled banking institution (RBZ, 2013). All these tools were developed to occlude bank failures but the

problem seems to reign in the presence of the aforesaid policies.

1.3 Problem Statement

Zimbabwean financial system had experienced periods of financial distress characterised by a plethora
of bank failures, as well as by severe deterioration of the whole financial system’s health. In response to
bank collapses that the Zimbabwean economy experienced, so many monetary policy revisions have
been done by RBZ to reduce these bank failure cases. However, if Basel accords and resolution policies
such as TBRF and TIBP were panacea to bank collapses, “why are bank failures still prevailing in the
presence of these revisions?” Why bank failures still prevalent under the MCR which was considered to
be the adoption of a more stable currency? How adequate are capital mandates and GDP growth rates

in explaining bank failures in light of their behaviours as indicated in figures 1.1 and 1.2?”

1.4 Research Objectives

This study seeks to achieve the following objectives:

e To determine whether bank-specific variables are the major determinants of bank
failures.

e To highlight any link, if any, between macroeconomic variables and bank failure.

e To develop and estimate a model of bank failures in Zimbabwe.

e To reveal possible ways to deal with failed banks
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1.5 Research Hypothesis

The study will test the following hypothesis:

H,. Bank-specific and macroeconomic variables are not the major determinants of bank failure in

Zimbabwe.

H,. Bank-specific and macroeconomic variables are the major causes of bank failures in Zimbabwe.

1.6 Scope of the Study

The study will look at bank failures experienced in Zimbabwe after the adoption of the multicurrency
system, that is, from 2009-2012. The research will be concentrated between 2009 and 2012 because this
is the period where recent bank failures took place after dollarization and the only period with sufficient
data necessary for final analysis. Banks under consideration include three failed and eleven surviving

banks registered as either commercial banks or merchant banks only.

1.7 Significance of the Study

In Zimbabwe banks are usually identified as failing when they already collapsed and much of
RBZ on-site examination covers qualitative causes of bank failures as enshrined in the Basel
accord, with little emphases on the quantitative effects or magnitude of individual causes. Since
the commencement of MCR, all banks were subjected to RBZ’s rating based on CAMELS
framework but all the same bank failures are still alarming. This then raises questions on the
adequacy of RBZ’s rating system which can be used to identify and monitor weaker banks. Also
Mabvure ef al. (2012) analysed the sources of non-performing loans but did not dug into their
influence on banks’ survival equation thus the researcher wishes to cover this gap by identifying

the influence of non-performing loan on the possibility of bank failure.

This study will create a better understanding on sources of bank failure along with quantitative effect of
each variable and will derive a model based on identified sources. Basing on research findings,
regulators and the government shall develop resolution policies based on effects of each cause not on
subjective qualitative information associated with each cause. Managers and the other members of staff

in the banking sector may be able to interpret, assess and manage their operating activities using the
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expected bank failure model. The research, if useful, will be used as reference material for the university

library and other related researches. The research may also be used to identify modules that may be

added to the current ones as they may be of value in nurturing a total graduate ready to compete in the

industry.

1.8 Assumptions of the study

The study will be conducted under a general guideline of the following assumptions:

Data to be used in this study will be free from errors.
Selected surviving banks fully represent non-failed banks’ population.
Financial statements are free from window dressing.

The study will be objective in data analysis and presentation.

1.9 Limitations of the Study

The researcher faced a number of problems during the course of the study and they include:

The main limitation to this study was time constraint to conduct a more detailed market
research.

The researcher had challenges in obtaining the required financial data from responsible
regulatory authorities.

The researcher had limited resources to conduct a full research on each and every variable that
was involved in the Models used to simplify the study.

The researcher had limited knowledge to very useful Stata data analysis package that are used

to estimate data and so time was lost trying to grasp concepts.

1.10 Definition of key terms

Bank failure is when a weaker banking institution is placed under recuperative curatorship,
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liquidated, merged or acquired by a healthier bank or when its operating license is revoked by

RBZ.

1.11 Organization of the study

Chapter One looked at the background to the study, the problem statement, research objectives,
research hypothesis, scope of the study, significance of the study, assumptions and limitations of
the study. Chapter Two covered theoretical and empirical works related to bank failures and
bank failure models used by various researchers. Chapter Three looks at the research
methodology and Chapter Four works on research results and interpretations. Lastly the

researcher will make some conclusions and recommendations in Chapter Five.
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CHAPTER 2: LITERATURE REVIEW

2.1 Introduction
The literature review section will look at the theories and empirical studies on determinants of bank

failures using various models.

2.1.1 Theoretical Literature Review

There is a limited number of theories on the factors that influences bank failures. The most widely
discussed theories are the moral hazard and adverse selection theories which are usually discussed from
the insurance perspective. Mishkin and Eakins (2009) are of the idea that adverse selection occurs when
one party in a transaction has up to date information than the other party and that it exist before
transaction occurs where potential borrowers that are most likely to produce adverse outcome are the
ones that seek loans and get selected. Mishkin and Eakins (2009) also explained that moral hazard
occurs when one party has an incentive to behave differently once an agreement is made between
parties and that it exists after transaction occurs where the hazard that borrower has incentive to

engage in undesirable (immoral) activities makes it more likely that borrowers won'’t pay loan back.

Based on the above theories, it is clear that both moral hazard and adverse selection are a result of
information asymmetry. This was supported by Laiboni (2012) when cited that asymmetric information
creates a problem in the banking sector both before the transaction is closed (adverse selection) and
after the transaction has been closed (moral hazard). The author further explained that based on
adverse selection theory, lender faces some challenges when attempting to differentiate between good
borrowers with good credit risks and bad borrowers with bad credit risks profiles thus they will demand
premium to compensate for the risk being assumed. Inability to pinpoint bad from good borrowers
makes it more probable for bad credit risks (bad borrowers) to acquire loans than good credit risk (good
borrowers). High interest charges will discourage good credit risk from borrowing because of
devaluation of good borrowing reputation (credit history) while bad borrowers will be willing to
borrower because they will be aware that they should get funds at higher rates due to their credit risk

profiles. After loan disbursement, bad credit risk may venture into immoral projects (moral hazard).
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Selection and disbursement of loans to bad credit risks exposes the bank to high defaults since loans
would have been given to bad borrowers who have incentives to engage into immoral projects. As a
result, lenders end up with loan portfolio comprising almost entirely of bad credit risk (Laiboni, 2012).
Loan portfolio constituting high credit risk imply higher levels of non-performing loans, and high levels of
non-performing loans infer deterioration in bank assets and hence failure. Issue of the impact of non-
performing loans on banks have been discussed by Balasubramanyan (2010), Babanskiy (2012) and

Shaffer (2012) and this will be discussed in the empirical review section.

III

Bank failures are sometimes explained by interconnection between “too big to fail” and moral hazard
theories. Too big to fail (TBTF) theory holds the notion that large banks exhibit higher systemic
importance in the economy. This being so, authorities endeavour to prevent tumbling of such an
institution because its downfall poses disruptions and instabilities to the financial system as well as the
entire economy. However preventing TBTF banks from failing is assumed to maintain financial system
stability in the short-run (Labonte, 2013). The author explained that rescuing banks is anticipated to

result in unstable financial system in the long run because of moral hazard that weakens market

discipline.

Labonte (2013) defined moral hazard in the context of TBTF as a theory that if TBTF firms expect that
failure will be prevented, they have an incentive to take greater risk than they otherwise would because
they are shielded from negative consequences of those risks. However moral hazard problem does not
always emanate from the thinking that banks will be rescued if they fail. This was evidenced by episodes
of bank failures in Zimbabwe in 2004. None of the failed bank was considered systemically important
and their engagement into risky activities was not based on the fact that they will be rescued because
the lender of last resort window was closed and government had no funds to bailout banks. Also moral
hazard may result from information asymmetry not merely from the availability of bailout programmes.
This then abate Labonte hypothesis as the author assumed that moral hazard in bailout context lead to
banks to venture into risky activities which lead to failure because they hold a belief that they will be

rescued by the government.
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Stern and Feldman (2004) further dug into moral hazard and TBTF problems when highlighted that
moral hazard problem provides an incentive for firms to grow in order to be perceived as TBTF. In this
regard, banks hold the belief that if they permit themselves to grow bigger, they will be considered “too
big” thus authorities will not allow them “to fail”. However systemic importance of an institution lies not
only on its size as traditionally assumed, thus some authors eliminated the use of bank size as a
measurement for systemic importance by suggesting new terms. Bernanke (2009) advocated for “too
interconnected to fail” and Rajan (2009) is of the idea of “too systemic to fail”. New terms were
developed due to differences in views of measuring the systemic importance of a bank and that it is not
size alone that cause contagion but rather the fact that most activities in certain key market segments

flows through those firms (Labonte, 2013). This author was validating such theories as “too

interconnected to fail” and “too systemic to fail”. The assertion lies along the fact that financial
institutions must be considered systemic important based on their linkage to other institutions’ activities
not on their size alone. Based on contemporary banking theory, banks are assumed to offer transfer and
payment systems and failure of an institution, whether large or small in size, which links the majority of
market players in the economy may lead to series of failures in other institutions. This means placing
value on bank connectedness to other market players rather than basing on its size because there are

also banks that are big in size but with little links with other institutions.

According to Labonte (2013) TBTF problem can be addressed by, inter alia, bailout efforts, designing
preventative policies and reactive policies and mandating higher capital requirements. Each of these
efforts has its own downside implications. For example higher capital requirements can induce higher
risk as cited by Gennotte and Pyle (1991). Besanko and Kanatas (1993) supported this when reviewed
that high capital requirements lead to greater outside equity which could increase moral hazard because
managers (insiders) have a reduced stake in the bank. Bailout effort may or may not include removal of
the management as highlighted by Labonte (2013). The author explained that even if management
believes that losses will lead to their removal, they prefer risk taking (with higher expected profits)
because they are personally not liable of the firm’s losses and this lead to principal-agent problem. Thus
bailout efforts may further complicate moral hazard and principal agent issues that may lead to ultimate

failure of an institution.
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In contrast to Labonte view, Honohan and Klingebiel (2000) documents relaxation in prudential
requirements such as capitalisation levels and loan loss provisions in order to allow troubled bank to
afloat. The researcher further postulate that regulatory forbearance can prevent disruptions to the
banking system caused by closures of failed banks. However weaker banks must not operate and these
researchers’ theory was formulated ignoring the importance and fragility of the banking sector. If all
banks are permitted to operate undercapitalised and with less or no loan loss provision, “how would
these banks survive contingency events and where do the cushion comes from?” It is both impractical
and unprofessional to allow banks operate undercapitalised and with insufficient loan loss provisions.
The remedy to this is that bank capitalisation and loan loss reserves must not be subjected to “one-size-
fits-all approach” but rather bank-specific considering such factor as risk inherent with a particular
banking institution. Regulatory forbearance is just equivalent to ignoring a dying patient and this is
detrimental to other banks. Regulatory forbearance is harmful because it promote systemic risk and the

only way to block the wide spread is through early intervention by responsible authorities

Modern theory of financial intermediation suggest that banks exist to assume two major functions
namely liquidity creation and risk transformation. Liquidity creation theory holds that banks can create
liquidity on-the balance sheet by financing relatively illiquid assets with relatively liquid liabilities.
Kashyap, Rajan and Stein (2002) suggests that banks can also create liquidity off-the balance sheet by
loan commitments and akin claims to liquid funds. Risk transformation theory postulates that banks can
transform risk through the issuance of riskless deposits to finance risky loans (Ramakrishnan and Thakor,

1984).

The liquidity creation and risk transformation theories coincide, that is to say, there is financing of
assets with liabilities in both scenarios. The two theories explain bank failure when merged with the
insolvency theory. Samad (2012) explained the insolvency theory as a theory which holds that banks fail
when bank assets value falls short of its value of liabilities. Since assets (loans) that need to be financed
are risky under the risk transformation theory, they are subject to default risk which ultimately
accentuates non-performing loan levels. Samad (2012) supported this by adding on that assets value

deteriorate as a result of credit risk emanating from non-performing loans. When the value of these
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assets falls below bank liabilities, a bank will be said to have failed and this would have been initiated by
risk transformation incentives. This was also reinforced by Allen and Gale (2004) when indicated that
financial intermediaries ‘role as risk transformers and liquidity creators exposes them to risk of failure.
The authors further explained that when banks create liquidity, the likelihood of distress increases and

severity of losses is execrated as assets are liquidated to meet liquidity demands.

Based on the liquidity creation theory, banks may also raise the likelihood of failure by creating excess
liquidity as reviewed by excess liquidity creation hypothesis (ELCH) developed by Fungacova, Ariss and
Weill (2013). According to ELCH a rise in bank’s core liquidity creation activity increases its probability of
failure. The hypothesis assumed that bank failure results from banks excessively engaging in its role as

liquidity creators based on financial intermediation theory.

Fungacova, Ariss and Weill (2013) highlighted that there are two hypotheses that dominate the
literature of bank failures namely, the weak fundamentals hypothesis (WFH) and the liquidity shortages
hypothesis (LSH). The WFH and LSH were the foundation for the development of the ELCH. WFH covers
poor bank fundamentals that warn of an impending bank failure. The hypothesis identifies banks with
weak fundamentals and views fragility from assets risk perspective. WFH is usually proxied by CAMELS
elements that act as early warning systems with decaying capital ratios, reduced liquidity, deterioration
loan quality, and depleted earnings indicating a rising chance of bank failure (Fungacova, Ariss and Weill,

2013).

LSH focuses on bank’s inability to meet liquidity commitments. It assumes that bank fragility arise from
irrational behaviour of uninformed depositors who are incapable of differentiating between liquidity
and solvency shocks (Fungacova, Ariss and Weill, 2013). The theory assumes risk of failure as emanating
from liability side of the statement of financial position. LSH assumes banks to be solvent but because
they finance illiquid assets with liquid liability (liquidity creation theory), they are exposed to external
shocks that may lead to liquidity shortages. Probability of failure, thus rises with banks inability to timely
and fully accommodate deposits redemption. However these authors failed to identify the equilibrium
point were ELCH and LSH interacts because ELCH assumes failure from excess liquidity creation standing
point and LSH assumes failure from liquidity shortage perspective thus there is need to determine the

equilibrium liquidity creation point to hedge impending failure.
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Fungacova, Ariss and Weill (2013) developed ELCH to explain bank failures resting on the interaction
between assets (WFH) and liabilities (LSH) risks. These authors opine that regulators can hedge systemic
distress under ELCH through early identification of excessive liquidity creators and enhanced monitoring
of their activities. WFH can be used to hedge against bank failures by developing prudential
macroeconomic policies that promote bank stability and limit moral hazard incentives. The authors
further indicated that LSH addresses confidence-building assistance mechanism to reduce the
depositors’ incentives for bank runs (deposit insurance, central lender of last resort actions and
government bail outs).Calomiris (2007) also identified central bank lending during crises, deposit
insurance, and government-sponsored bank bailouts as public policies toward banks and these policies
include assistance mechanisms intended to protect banks from unwarranted withdrawals of deposits.
Calomiris identified prudential regulatory policies intended to promote banking system stability, and to
prevent banks from taking advantage of government protection by increasing their riskiness through
moral-hazard problem of protection. Prudential regulation that Calomiris had identified is similar to

ways of hedging against WFH that Fungacova, Ariss and Weill (2013) had advocated.

However some of the suggested hedging mechanism that Fungacova, Ariss and Weill (2013) proposed
on WFH, LSH and ELCH bears financial feedbacks in return and lead to conflicting objectives. For
example (LSH) deposit insurances, lender of last resort actions and government bailouts efforts creates
incentives for moral hazard which WFH attempts to minimize. The major weakness of WFH, LSH, and
ELCH is that they hold a notion that failure is a function of liquidity levels and bank fundamentals

ignoring such potential pressures from the macroeconomic environment and political interferences.

There are a number of macroeconomic and financial linkage theories but the researcher wishes to
explain bank failures from creditors’ perspective. Generally banks receive funds from bank creditors
such as depositor which are then loaned out to borrowers. Bhattacharya and Thakor (1993) indicated
that this deposit financing makes banks vulnerable to bank run. According to this author bank runs
relates to an individual bank and panic is a simultaneous run on many banks. From this explanation,
when individual banks fail to accommodate deposit redemption, they face bank runs which then affect

the entire sector leading to panics and finally failure. In broader sense, when depositors (at macro level)
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suddenly withdraw their funds from an individual institution, they subject that bank to failure and due
linkages that an individual institution has with other banks, this will induce subsequent failures (systemic

failures).

2.2 Empirical Literature Review

This section will focus on studies that were carried out to empirically test the theories that the
researcher had sighted in the theoretical review section. Tannuri, Maria, Sales and Adriana (2005)
applied duration model with exponential hazard and exponential piecewise-constant hazard function to
study determinants of bank failures in Brazil from 1994-1998. The research included such variables as
real assets, return on assets, coverage ratio, non-performing loans and adjusted operational margin.
Findings showed that bank-level indicators used as covariates in conditional models showed to be

significantly related to failure probability and none of liquidity indicators were relevant.

Bouvatier, Brei and Yang (2013) also examined the determinants of bank failures in the US during the
financial crisis of 2008. Their analysis employed limited dependent variable regression techniques such
as pooled logit estimator. Research variables were largely based on the CAMELS framework. Findings
indicated that banks that failed were characterised by higher loan growth rates, lower levels of capital,
higher non-performing loans and higher exposure to mortgage market. Also logit results showed that
banks were more likely to fail when they were owned by lower capitalised bank holdings that relied
more on funding from money markets and other non-bank subsidiaries. Regression results also
supported the study hypothesis that bank specific together with macroeconomic indicators play an

important role in determining failures.

2.2.1 Bank size

The most common determinant of bank failure that has been identified in almost every research is the
size of the bank itself. Borovikova (2000), Nikolsko-Rzhevskyy (2003), Bagatiuk and Dzhamalova (2009),

Cole and White (2011) and Li (2013) opines that size of the bank is a significant determinant of its
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failure. These entire authors incorporated this variable in their model but were not in consensus as to
whether bank size influences failure positively or negatively. Taran (2012) and Li (2013) remained
sceptical of the correlation that exists between bank size and the probability of failure. However all
these researchers agreed in their research papers that bank size is proxied by the natural logarithm of

bank gross assets.

Bagatiuk and Dzhamalova (2009) employed both linear probability and binary response models such as
probit model to investigate financial ratios that better explains bank failures in Russia and Ukraine. The
researchers used these models to analyse data on banks from 2002-2008. Their research findings
revealed that bank size influence bank failure negatively thus they concluded a negative correlation
between bank size and failure. The research results also were also consistent with empirical results of
Gonzalez and Kiefer (2006). Gonzalez and Kiefer (2006) concluded that size has negative impact on bank

failure, ceteris paribus, and that increase in this variable decreases the risk of bank failure.

The negative sign implies a negative association between bank size and the probability of bank failure.
Cole and White (2011) and Li (2013) in their studies carried in USA remained sceptical of the expected
sign between bank size and the probability of bank failure. According to Shim (2013), large banks tend to
be more diversified when managing capital assets and have easier access to capital markets than smaller
banks, implying that small banks are more prone to bank failure than large banks. However Li (2013)
cited that large banks might be prone to risky lending activities which may lead to huge losses and

failure.

Nikolsko-Rzhevskyy (2003) examined causes of bank failures in Ukraine during 1998-2003 using micro-
level data by employing Giant logit model and parametric survival estimator. Empirical results showed
that bank size influences failure. Both models supported the findings that the bigger the bank, the less

likely it will go into bankruptcy.

2.2.2 Moral hazard (salary expenses)

Some bank failures are also influenced by moral hazard but there is limited literature to econometrically
support and incorporate moral hazard variables. Borovikova (2000) is one of the researchers who
captured moral hazard problems by including the issue of salary expenses in the bank failure model. The

author postulate that salary expenses influence bank failure and that this variable was a good detector
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of moral hazard problem. According to Borovikova, salary expenses are assumed to be negatively

correlated to the probability of bank failure.

Borovikova (2000) empirically tested the proposition that the probability and timing of bank failure
depends on bank-specific factors, general macroeconomic conditions and political factors using a split-
population survival time model to Belarusian banks. The model covered bank failures from 1992-1999.

Research result revealed that salary expenses negatively influence bank failures.

2.2.3 Assets quality (Non-performing loans)

Copious studies document asset-related problem to be chief causes of bank failure. Oshinsky and Olin
(2005), Shaffer (2012) and Babanskiy (2012) were of the opinion that bank failure was more sensitive to
non-performing loans. Oshinsky and Olin (2005) showed that banks that have riskier assets tend to have
a high probability of failure. They recognised that fee income from riskier assets result in a higher non-
interest which bears a positive correlation with failure. Campbell (2007) further explained that non-
performing loans, that are considered to be asset quality indicators, have been the most common factor

in all recent researches.

Balasubramanyan (2010) further alluded that non-performing loans lead to huge write downs which
erodes the capital base of the bank. This was evidenced by Afrasia Kingdom Bank Zimbabwe that
recorded USS$21million of non-performing loans in May 2013 and this misappropriated the survival
equation of the institution. High levels of non-performing loans posted by Kingdom led to debacle

depletion of its capital base from US$31 million as at December 2012 to USS2.4 million as at June 2013.

Shaffer (2012) used the logit estimator in the US and found that bank failures were largely related to
non-performing loans (NPL) in 2008 and in 1980s. RBZ (2012) also identified the impact of non-
performing loans on loan books. The 2012 on-site examination determined 99.22% non-performing
loans on the total loan book of $1.52million as at 31 May 2012 for Royal Bank Zimbabwe. This non-
performing loans level is far much above the prudential benchmark of 5% stipulated in Basel II.

Apparently it can be seen that this was the master cause of Royal bank’s collapse since loans constitute
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a larger proportion of bank’s assets. All research results showed positive sign associated with this

variable, implying that the higher the non-performing loans level the greater the probability of failure.

Mabvure et al. (2012) further dug into the sources of non-performing loans in Zimbabwe. The
researchers used a case study research design based on CBZ Bank Ltd backed by some questionnaires.
Research found out that the major causes of non-performing in Zimbabwe were natural disasters,
government policies and integrity of the borrower. These authors also revealed that failure of banks
such as Renaissance Merchant Bank, Interfin Bank and Royal Bank was also due to higher non-
performing loans. Non-performing loans could rise further with the ongoing deceleration in economic
activity (IMF, 2012). If this is merged with other theories of bank failure, then banks are more likely to

continue failing in Zimbabwe.

Samad (2012) empirically tested the significant determinants, among credit risk variables, of US bank
failures in USA in 2009. The study employed the Probit Model and found that among credit risk
variables, the credit loss to net charge off, loan loss allowances to non-current loans and non-current

loans were significant for predicting bank failures. The model had 80.17 predictive power.

2.2.4 Excessive lending

Bank lending activity must be performed with much savvy in relation customers that an institution is
dealing with, maximum volume of loan portfolio that the bank wishes to maintain and finally regulatory
benchmarks. DeYoung (2003) stipulates that excessive lending, volatile assets growth and equity ratios
substantially contribute to bank failure. The author found that increases in non-interest income are
closely linked to volatile earnings. DeYoung and Rice (2004) further explained that banks that are

managed better are less likely to focus on large scale of traditional fee-based activities.

This was further supported by Kim and Miner (2007) when they argued that banks that aggressively
engage in area outside their expertise are more likely to face higher risk and eventually fail. The downfall

of Interfin Merchant bank was related to excessive lending since the bank had loan to deposit ratio of
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114.2%. This implied that the institution used more of its depositor’s funds to finance loan requests and
considering that the institution was a Merchant bank, it had exceeded its maximum limits by greater

margins.

2.2.5 GDP growth rate

Banks do not operate in an isolated tower but rather in an economy where they transact with less ability
to influence the outside environment. Calomiris and Joseph (2003) and Wai (2009) found that the major
determinant of bank failure is the state of the economy. Wai (2009) revealed that banks are more
susceptible to bank failure during economic slump, which aggravate mistakes made during periods of
buoyant growth. Calomiris and Joseph (2003) declared that banks fail when the economy is contracting.
Their justification lies on the fact that asset prices fall and loan defaults increases in response to the
contracting economy which will ultimate spur bank insolvency. Their study also revealed significant
correlations between the characteristics of banks, the environment in which they operate and their

chance of surviving the contracting economy.

Some researchers such as Cebula, Koch and Fenili (2011), Mayes and Stremmel (2012) identified real
gross domestic product (GDP) growth rate as a cause of bank failure. Researchers such as Lanine and
Vennet (2006) neglected macroeconomic variables basing on the fact that all banks will be facing similar
conditions. However there is need to incorporate this variable since similar macroeconomic variables
such as GDP growth rate can influence banks differently. The bedrock assumption is that banks are
affected differently by similar macroeconomic variables. This is the reason why some banks survived the
Zimbabwean hyperinflationary environment of 2007-08. If inflation had exerted similar pressures on all

banking institutions, then all banks could have collapsed.

Mayes and Stremmel (2012) used the logit technique and discrete time analysis in USA to determine the
influence of GDP growth rate in predicting bank failures. The research used US bank data from 1992-
2012 and research results revealed negative influence of GDP growth rate on bank failures. Cebula, Koch

and Fenili (2011) empirical results also conformed to the research hypothesis that real GDP growth is
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negatively correlated with the possibility of bank failures. Negative correlation implied that when

economic conditions are good, real GDP will be high and banks are less likely to fail.

However, there is no clear-cut on whether bank failures influences economic growth or that it is
economic growth that influences bank failures. Kupiec and Ramirez (2008) investigated the effect of
bank failures on economic growth in the US using VAR and a difference-in-difference methodology.

Their results indicated that bank failures reduce subsequent economic growth.

2.2.6 Political interference

Borovikova (2000) included government intervention and political risk as determinants of bank failure in
the case of Belarus. Borovikova found that government intervention is negatively correlated to bank
failure. RBZ (2006) also document that political interference with banks in the areas of lending and

recovery played a significant role in bank solvency in 2004.

In contrast to RBZ (2006) findings, Borovikova (2000) used a split-population survival time model to
Belarusian banks for the period from 1992-1999. Research findings showed that political variables had
no significant influence on the probability of failure. The major reason why RBZ (2006) made a
conclusion that varies from that of Borovikova (2000) is the difference in levels of political interference
on banks by different government in their respective economies. In reiteration, political pressures that

Zimbabwean banks face are different from those that were faced by Belarusian banks.

2.2.7 Loan type and concentration

Cole and White (2011) analysed why banks failed in 2009 in US using multivariate logistic regression
technique. Using bank specific data, results revealed that real estate loans play an important role in
determining which banks survive and which banks fail. Study findings also indicated that banks with

higher loan allocations to construction-and-development, commercial mortgage and multi-family
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mortgage were likely to fail. However investment in mortgage-backed securities was found to have little

or no impact on likelihood of failure.

2.2.8 Capitalization

Various studies captured capitalisation from different standpoints but the majority relied on the CAMELS
framework. Adeyemi (2011) established the main determinants responsible for bank failures in Nigeria
from 1994-2003. The author used a survey research design through the use of questionnaires. The study

observed that inadequate capital among other causes was accountable for bank failures in Nigeria.

Gonzalez and Kiefer (2006) employed a duration model to identify main bank specific determinants of
bank failures in Colombia. To capture capitalisation, their study used the ratio of total equity to total
assets ratio. The study suggested that capitalisation is negatively correlated to probability of bank
failure, implying that capitalisation results in a reduction of banks’ probability of failure. Research

finding showed that capitalisation ratio was the most significant indicator explaining bank failures.

Estrella, Park and Peristiani (2000) used a logit model to compare the effectiveness of different types of
capital ratios in predicting bank failure in US using 1988-1992 data. The researcher used leverage, gross
revenue and risk-weighted ratios. These authors totally neglected the ratio of total equity to assets that
has been used by Gonzalez and Kiefer (2006). The fact was that unlike assets, gross revenue includes
components associated with off-balance-sheet activities. Moreover, gross revenue contains a crude risk
adjustment in that riskier projects are likely to be undertaken only if they provide larger revenues, at
least ex ante. Thus, gross revenue may reflect the riskiness of bank assets better than total assets.Li
(2013) suggested a negative correlation between this variable and bank failure, which implies that banks

with higher gross revenue ratio will be less likely to fail

Estrella Park and Peristiani (2000) also criticised the gross revenue ratio suggesting it captures factors
other than risk. For example, banks engaging heavily in fee-generating activities, which may carry only a
limited amount of risk, will report large revenue. Gross revenue may also be more sensitive to business
cycles than total assets.Findings revealed that simple ratio, specifically the leverage ratio and the ratio of

capital to gross revenue, predict bank failure as well as the more complex risk-weighted ratio.
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However Mayes and Stremmel (2012) research findings were consistent with Estrella Park and Peristiani
(2000) in terms of leverage ratios but not in the case of risk-weighted capital. Using the logit technique
and discrete survival time analysis in US, they found that non-risk weighted capital and leverage ratio

explained bank failures best.

Lanine and Vennet (2006) analysed the determinants of bank failure in Russia from 1998-2004 using the
logit and trait recognition methods. The empirical results indicated that banks need sufficient capital to

hedge against liquidity risk, default risk and capital risk that banks can face.

2.2.9 Managerial quality

Bank failures also emanate from managerial inefficiency. Chinn and Kletzer (2000), Deckle and Kletzer
(2001) are of the opinion that the main source of failure rest on bank vulnerabilities to bad management
practices reflected in deterioration of their portfolio and capital structure. DeYoung (2003), Wheelock
and Wilson (2006) also identified managerial inefficiency as the primary cause for bank failures.

DeYoung (2003) further document that operational cost inefficiency increase the likelihood of failure.

RBZ (2006) argued that mismanagement mainly excessive risk-taking is the major determinant of most
bank failures in Zimbabwe. RBZ (2006) categorized mismanagement into four folds that are technical
mismanagement, cosmetic management, desperate management and fraud. According to RBZ (2006),
technical mismanagement involves inadequate policies and procedures, cosmetic encompasses
concealing past and current losses to buy time and remain in control while looking and waiting for
solution. Clearly cosmetic mismanagement shows central bank’s ineffectiveness in terms of on-site

examination.

Managerial quality assessment was captured from different angles by many researchers. Ploeg (2010)
used the probit, logit, hazard and neural networks model on US banks from 1987-2008. The researcher
employed the ratio of total operating expenses to total operating income as a measure of management

performance. Researcher findings suggest that banks with high operating expenses relative to operating

36



income are expected to be less efficient and thus have higher probability of failure. Ercan and Evirgen
(2009) advocate for the use of net income relative to the number of branches as the measure of
managerial efficiency. Halling and Hayden (2006) states that the number of employees also could be
indicators of management performance, indicating the bank’s productivity. The baseline was that the
more productive a bank is, the bank the lower is the likelihood of collapse. Nikolsko-Rzhevskyy (2003)
indicated that managerial efficiency accounts for bank soundness using the duration model. The bedrock

hypothesis was that the higher is managerial efficiency, the less likely that bank will go into bankruptcy.

Tatom and Houston (2011), Kao and Liu (2004) evaluated management efficiency using Data
Envelopment Analysis (DEA). Tatom and Houston (2011) employed the logit and probit model to analyse
US banks data for 1988-1994 and 2006-2010 and they explained that DEA is a method of examining
production efficiency. Mayes and Stremmel (2012) used an efficiency ratio to assess the management
quality. According to these researchers, the efficiency ratio reflects expenses as a percentage of

revenue.

2.2.10 Earnings ability

Bongini et al. (2001), Lanine and Vennet (2005) advocate that the usual indicator for earnings is return
on assets (ROA) which is the general measure of bank profitability. Lanine an